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EXECUTIVE SUMMARY 

     The spread of misinformation and disinformation online is a recent but well-researched topic, though 

it is rapidly evolving with many aspects still undocumented. Studies demonstrate that social media 

platforms significantly amplify fake news through their structural design and user engagement patterns. 

On these platforms, fake news can spread instantly without verification. Such content often travels faster 

than factual news because of its engaging nature, which increases the likelihood of sharing. Social media 

algorithms compound this issue by prioritizing engaging content—typically favoring sensational 

information—which can further amplify fake news through the platforms' own mechanisms.  

The research team analyzed the social media platform content moderation, but also set up an online 

survey for citizens. The report provides a comprehensive analysis of this AI4DEBUNK online survey, a 

detailed questionnaire comprising 15 carefully crafted questions that garnered meaningful responses 

from 329 participants across various demographics and user groups (Sections II and III). The analysis then 

delves into an extensive examination of content moderation practices implemented by major social media 

platforms, alongside a thorough review of current and upcoming EU regulations that shape the digital 

landscape (Section IV). The final section presents a detailed overview of existing technological tools and 

solutions, thoroughly analyzing their potential applications and specific contributions that could enhance 

the effectiveness of the AI4DEBUNK project's objectives (Section V). 
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1 INTRODUCTION 

     The spread of misinformation and disinformation online is a recent but well-researched topic, though 

it is rapidly evolving with many aspects still undocumented. Studies demonstrate that social media 

platforms significantly amplify fake news through their structural design and user engagement patterns. 

On these platforms, fake news can spread instantly without verification. Such content often travels faster 

than factual news because of its engaging nature, which increases the likelihood of sharing. Social media 

algorithms compound this issue by prioritizing engaging content—typically favoring sensational 

information—which can further amplify fake news through the platforms' own mechanisms. 

     The NATO StratCom social media manipulation experiment reveals platform vulnerabilities and 

highlights efforts to identify and counter commercial manipulation and bot-generated AI content (Bay et 

al., 2023). 

AI-powered algorithms are also becoming increasingly present in citizens' everyday lives. These algorithms 

are defined as systems capable of "interpreting external data accurately, learning from it, and using those 

insights to achieve specific goals and tasks through flexible adaptation" (Kaplan & Haenlein, 2019: 15). 

Research shows that in decisions involving mechanical tasks, people perceive algorithmic and human-

made decisions as equally fair and trustworthy, with similar emotional responses. Algorithms’ perceived 

fairness and trustworthiness stemmed from their efficiency and objectivity. (Lee, 2018:8). The entities 

responsible for developing and regulating AI have a substantial impact on public trust. People have the 

highest confidence in national universities, research institutions, and defense organizations to develop, 

implement, and govern AI in the public interest, with 76 to 82 percent expressing trust in these 

institutions. In contrast, trust is markedly lower for governments and commercial organizations, with a 

third of respondents expressing limited confidence in these entities' ability to responsibly develop, utilize, 

and oversee AI systems (Gillespie et al., 2023:.9).  

The results from our online survey show distrust in social media as a source for information online. 
Although it is frequently used as a source for news consumption as our results show, it is still perceived 
as the most likely source of disinformation and misinformation.  

While social media is frequently used for news consumption, our findings reveal it is still perceived as the 

most likely source of disinformation and misinformation. Regarding measures to combat disinformation, 

the survey underscores the importance of regulations, particularly the regulation of social media 

platforms and of Media Literacy.  

In 2018, the EU Commission created a High-Level Expert Group on Fake News and Online Disinformation, 

which outlined five key areas to tackle disinformation: (i) enhancing transparency within the digital 

information ecosystem, (ii) promoting media and information literacy, (iii) developing tools to empower 

users and journalists while encouraging positive engagement, (iv) ensuring the diversity and sustainability 

of the European news media landscape, and (v) conducting ongoing research on the effects of 

disinformation in Europe (European Commission: CNECT, 2019: 35).  The report also highlights the 
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importance of fact-checking, advocating for increased visibility of fact-checking organizations to reach a 

broader audience (European Commission: CNECT, 2019:15).  

In December 2018, the European Commission published an Action Plan Against Disinformation, outlining 

measures to strengthen the EU's capabilities to counter disinformation campaigns (EC, 2018 d). The plan 

includes initiatives to improve detection, analysis, and response to disinformation, enhance coordination 

among EU institutions and member states, and promote media literacy and critical thinking. 

The European Democracy Action Plan was proposed in December 2020, to safeguard the integrity of 

elections and democratic processes in the EU. It includes measures to address disinformation, improve 

transparency of political advertising, support quality journalism, and strengthen media literacy (EC, 2020, 

b). The Digital Services Act (DSA) (EC, 2023): was also proposed by the European Commission to update 

and harmonize rules for digital services in the EU. It includes provisions to tackle illegal content, including 

disinformation, by imposing obligations on online platforms to take measures to prevent the 

dissemination of harmful content while respecting fundamental rights. With the digital Service Act, the 

European Union transfers responsibility and accountability of the moderation to the online platforms 

themselves. 

Our survey shows that most of the respondents consider Media Literacy as an important tool. From a 

prevention angle, the EU promotes media literacy initiatives to empower citizens with the skills to critically 

assess information and recognize disinformation. Funding programs support projects that enhance media 

literacy and promote quality journalism. The EU also established a Rapid Alert System in 2019 to facilitate 

the exchange of information among member states on disinformation campaigns targeting EU elections 

and other critical events. The system enables timely detection and response to disinformation threats. 

The European Digital Media Observatory (EDMO), launched in June 2020, was set up as a network of fact-

checkers, researchers, and academics across Europe working to combat disinformation. It supports fact-

checking activities, conducts research on disinformation trends, and provides analysis to policymakers 

and the public. 

Finally, the AI Act (EC, 2021, b) is the first-ever legal framework on AI, which addresses the risks of AI and 

positions Europe to play a more visible role globally. 

The idea of media literacy education is to teach individuals how to think and not what to think (Art, 2018: 

66). There are mainly two disciplines when it comes to how critical thinking skills should be taught. One is 

a general approach that aims to teach critical thinking as a stand-alone skill, while the second is a 

discipline-embedded approach that still teaches critical thinking within a specific context of one discipline, 

for example media literacy (Tiruneh et al., 2014: 3). While the general approach supports the idea of 

"teaching how to think instead of what to think," it has a key limitation. If critical thinking is taught only 

within the framework of a standard subject matter course, students may struggle to identify and apply 

thinking skills outside that context. As a result, they may not transfer what they have learned to other 

situations effectively (Tiruneh et al., 2014: 3). Therefore, a general approach to teaching critical thinking 

might not be effective to build resilience against misinformation. 
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Beyond media literacy in public education, video games such as the “Bad News Game” have been utilized 

to improve people’s media literacy and psychological resistance against online misinformation. 

Educational gaming can be a fun and visually appealing way to learn new concepts (Squire & Steinkuehler, 

2011). Roozenbeek & Van der Linden (2019) provided evidence that the game “Bad News Game” 

improved the players ability to detect and resist a whole range of misinformation in the form of deceptive 

Twitter posts, and this result was consistent regardless of age, gender, and political standings (liberal or 

conservative). The intervention with the Bad News game also improved people's abilities to detect the 

tactics used to deceive in twitter posts with misinformation (Roozenbeek et al., 2019; Basol et al. 2020).  

Structure of the report:  

The report provides a comprehensive analysis of the AI4DEBUNK online survey, a detailed questionnaire 

comprising 15 carefully crafted questions that garnered meaningful responses from 329 participants 

across various demographics and user groups (Sections II and III). The analysis then delves into an 

extensive examination of content moderation practices implemented by major social media platforms, 

alongside a thorough review of current and upcoming EU regulations that shape the digital landscape 

(Section IV). The final section presents a detailed overview of existing technological tools and solutions, 

thoroughly analyzing their potential applications and specific contributions that could enhance the 

effectiveness of the AI4DEBUNK project's objectives (Section V). 
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2 PART II. AI4DEBUNK ONLINE SURVEY  

The team of Pilot4dev created an online survey in June 2024 in the form of an online questionnaire with 

a mix of multiple-choice questions and open-ended questions. The questionnaire is available online1. It is 

anonymous and the names and email addresses of participants have not been collected. The 

questionnaire was translated into French, Italian, Dutch, Latvian, Bulgarian, Ukrainian, German, 

Norwegian and Greek. It was published on social media, the project website and an online poll platform. 

It was also disseminated to students, for instance, in Belgium and the Netherlands. The poll is open until 

the end of 2024, and we are regularly collecting and analyzing answers.  

2.1 SURVEY DESIGN  

The study utilized an online survey consisting of 15 questions (+ two questions about age and primary 

occupation) designed to gather insights into citizens' perspectives on disinformation detection and their 

preferences for the use of artificial intelligence (AI) tools to debunk disinformation. The survey included a 

combination of multiple-choice questions, Likert scale items, and open-ended questions. The multiple-

choice and Likert scale questions provided quantitative data on participants' media consumption habits, 

exposure to disinformation, and opinions on the effectiveness of AI in combating false information. Open-

ended questions allowed participants to express qualitative feedback regarding their preferences for AI 

tool design and functionality. 

The online survey was chosen as the preferred method for this research over other methods, such as 

interviews, for several key reasons. First and foremost, the online survey format allowed us to consult a 

larger number of respondents across multiple countries and languages, ensuring a broader and more 

representative sample of citizens' perspectives on disinformation detection and the use of AI tools. This 

reach was particularly important for a project aimed at understanding how diverse groups of citizens 

spread across different geographical and linguistic contexts, interact with and perceive disinformation.  

The survey was created using Google Forms to ensure ease of distribution and data collection. Using 

Google Forms was preferred because it was a cost-effective alternative which was considered beneficial 

and convenient to produce the survey in different languages. Moreover, Google Form is easy and user 

friendly to the responders. The poll was translated into 11 languages—English, German, French, Italian, 

Dutch, Greek, Norwegian, Latvian, Bulgarian, Ukrainian—to accommodate diverse participants across 

different countries and linguistic backgrounds. The intention of translating the survey in different 

languages was to make the survey more accessible to non-English speakers. These languages were not 

intended for country-specific comparative analysis but rather to broaden participation by including 

individuals who are either uncomfortable with English or prefer their native language. However, without 

specific cultural or regional targeting, the results cannot be used for comparing disinformation patterns 

 
1https://docs.google.com/forms/d/e/1FAIpQLSfJ6RAs1makx1Y23CqKg2HZi5BuVtymJuiGvQ_ApO8jqJOwz
Q/viewform?usp=sf_link 

https://docs.google.com/forms/d/e/1FAIpQLSfJ6RAs1makx1Y23CqKg2HZi5BuVtymJuiGvQ_ApO8jqJOwzQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSfJ6RAs1makx1Y23CqKg2HZi5BuVtymJuiGvQ_ApO8jqJOwzQ/viewform?usp=sf_link
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or AI tool preferences across different countries. Therefore, the language diversity served more as a way 

to gather broader perspectives but does not support any formal cross-country comparisons.  

2.2 TARGET POPULATION AND SAMPLE 

The target population for the survey was broad, aiming to capture the views of adult citizens across 

various European countries, who engage with online media and may have encountered disinformation. 

Recruitment was conducted through convenience sampling, with the survey distributed by various project 

partners across their social media networks and shared on the project’s own social media channels and 

website. To reach a wider audience, the survey was also made available on a website called PollPool, a 

platform designed for gathering responses to public surveys. The use of multiple distribution channels 

helped to increase participation across diverse demographics.  

The survey collected a total of 329 respondents that participated in the survey between all the languages 

combined. It was distributed between the surveys in different languages accordingly; English (60), German 

(52), Greek (51), Dutch (39), Norwegian (29), Bulgarian (25), Ukrainian (24), French (22) Lavtian (18), Italian 

(9).  

The survey response rate was highest among young adults, with 80 respondents aged 18-24 and 85 aged 

25-34. Response numbers then declined steadily by age group, with 57 respondents aged 35-44, 51 aged 

45-54, and 36 aged 55-64. The 65-and-older group contributed 14 responses, while those younger than 

18 were the fewest, with only 6 responses. This age distribution highlights a stronger engagement from 

younger age groups, tapering off significantly among older participants. 

 

FIGURE 1: ILLUSTRATION OF AGE DISTRUBTION FROM SURVEY PARTICIPANTS 
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2.3 DATA COLLECTION PROCESS 

Data collection occurred entirely online through Google Forms. The survey was open for participation 

over a specified period and was promoted through the networks of project partners, project-specific social 

media accounts, and on the project’s website. Additional exposure was achieved by posting the survey on 

PollPool to attract more respondents from a broader audience. 

In consideration of privacy concerns, the survey was designed to be fully anonymous. No personally 

identifiable information, such as names or email addresses, was collected from respondents. Participants 

were informed that their responses would be confidential and used solely for research purposes. 

2.4 SURVEY INSTRUMENT 

The survey was structured into three key sections: 

Media Consumption and Disinformation Exposure: This section aimed to gather information about 

participants' habits in consuming news and media, their experiences with encountering disinformation, 

and their ability to recognize misleading or false information. Multiple-choice questions and Likert scales 

were used to assess these aspects. 

Perspectives on AI for Debunking Disinformation: Respondents were asked about their familiarity with 

AI and whether they would consider using an AI tool to help detect disinformation. Likert scale questions 

were used to gauge the level of trust in such tools and their perceived usefulness. 

AI Tool Design Preferences: Open-ended questions were included to allow participants to express their 

opinions on what features they would like to see in an AI tool designed to combat disinformation. This 

qualitative feedback was crucial for identifying user preferences in terms of interface, usability, and 

specific functionalities (e.g., real-time fact-checking, visual alerts). 

2.5 ETHICAL CONSIDERATIONS 

The survey adhered to ethical guidelines regarding privacy and anonymity. The survey was made 

compliant with General Data Protection Regulation (GDPR) policy standards for privacy concerns, meaning 

no names, email addresses, or other personally identifiable information collected, and participants were 

assured of their anonymity throughout the process. Additionally, there was no form for tracking tools 

used to identify participants. Participation was entirely voluntary, and no incentives were offered. 

Meaning the participants could stop the survey at any time they wanted, and were not forced or pressured 

to finish the survey if they didn’t want to.  
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2.6 LIMITATIONS OF THE SURVEY 

While the online survey provided valuable insights into citizens' perspectives on disinformation and 

preferences for AI tools designed to combat it, there are several limitations that should be acknowledged 

regarding the sample size, distribution method, and demographic representation. 

One significant limitation of the poll is that it collected responses from only 329 participants. While this 

provides a useful snapshot of public opinion, it is not sufficient to claim full representativeness of the 

broader population, particularly when dealing with a complex issue like disinformation that affects people 

across various age groups, regions, and socio-economic backgrounds. This small sample also increases the 

margin of error, which could lead to inaccurate estimations of public opinion. A larger sample size would 

have allowed for more robust statistical analysis and the ability to draw more generalized conclusions 

from the data. 

The way in which the survey was distributed also presents challenges to the representativeness of the 

sample. Recruitment relied on convenience sampling, with the survey being distributed through the social 

media networks of project partners, the project's own social media channels and website, and PollPool, a 

public survey website. While these channels helped reach a broad audience, they may have attracted 

respondents who are already engaged in the issue of disinformation or who are more digitally literate. 

This could lead to sample bias, as those who are less active online, such as older adults or individuals with 

limited digital literacy, may be underrepresented. 

Furthermore, the use of online platforms for survey distribution likely skewed the sample toward a 

younger, more tech-savvy demographic. This is evident in the fact that the majority of respondents were 

aged between 18 and 34. While this demographic is certainly affected by disinformation, older adults—

who tend to be more vulnerable to fake news—were underrepresented in the survey. Older individuals 

may lack the technological skills or the motivation to participate in an online survey, making it less likely 

that their perspectives were captured.  

This overrepresentation of young people brings us to a significant limitation of the survey, which is the 

underrepresentation of vulnerable groups. The small sample makes the results vulnerable to 

underrepresent sub-populations who are arguably most in need of tools to help debunk disinformation—

particularly older adults. The results have very few participants from the age group 65 and older. Research 

consistently shows that older adults are more susceptible to disinformation, partly due to lower levels of 

digital literacy and a higher likelihood of encountering misleading information on social media platforms. 

The fact that the majority of respondents were younger (aged 18-34) suggests that the poll may not have 

fully captured the perspectives and needs of older adults who might benefit the most from an AI tool 

designed to detect fake news. 

As a result, the feedback obtained may be biased toward younger users' preferences for AI tool design, 

which might not align with the needs of older individuals, who may require different interfaces or levels 
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of support when using such tools. This presents a challenge for ensuring that the final AI tool effectively 

serves the populations most vulnerable to disinformation. 

The survey design may also present limitations in capturing important nuances because of the design of 

the questions. Many of the questions use multiple-choice formats with predefined options to streamline 

the survey experience and reduce the risk of participant fatigue. However, these fixed options might not 

fully represent the diversity of respondent experiences or perspectives, and they may be too broad or 

generalized to yield meaningful insights. For instance, categories like "Social media," "News 

organizations," and "Independent media" are quite vague and can carry different interpretations 

depending on cultural or regional contexts. This lack of specificity could obscure critical nuances in how 

respondents perceive and interact with disinformation, making it challenging to draw actionable 

conclusions from the data. A more refined approach, incorporating precise categories or opened for more 

opportunities for open-ended responses, could help capture the depth and complexity of participants' 

views more effectively. 

 

Finally, the voluntary nature of participation introduces the possibility of self-selection bias. Individuals 

who chose to complete the survey might have done so because they have a particular interest or 

awareness of disinformation, which could result in a skewed representation of public opinion. Those who 

are less informed or concerned about fake news may not have been as motivated to participate, further 

limiting the generalizability of the findings.  
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3 PART III RESULTS OF ONLINE SURVEY  

3.1 CONCERNS ABOUT FAKE NEWS AND SOCIAL MEDIA PLATFORMS 

  

The first question in the survey asked the respondents “How confident are you in your ability to Identify 

fake news?”. The question was multiple choice, and the respondent had to put themselves on a scale, 

from 5 being “very confident” in their abilities, to 1 “very unconfident”. The results gave us 39 responses 

for very confident, while the most common response was “4”, with 150 respondents being confident in 

their abilities. Then 103 responses for “3”, 27 respondents reported themselves to “2” on the scale and 

lastly 9 respondents reported to be “very unconfident” in their ability. The results show very few on both 

extremes, with most responses in the middle leaning towards the confident side.  

The second question then asked the respondents, "What impact do you believe fake news has on 

society?". There was a strong consensus among the respondents that it has a highly significant impact. In 

fact, 91% of all respondents indicated either a "significant impact" or "very significant impact" of fake 

news on society, where “Very significant” was the most common answer with 203 responders choosing 

this option. This concern was shared across all countries, age groups, and genders. Followed by the second 

most common response which was “4” on the scale, indicating that respondents perceived it to have a 

significant impact, 21 responders answered “3” on the scale, and 7 put “2”. Only one single respondent 

FIGURE 2: RESULTS FROM QUESTION "HOW CONFIDENT ARE YOU IN YOUR 

ABILITY TO IDENTIFY FAKE NEWS?” 

FIGURE 3: RESULTS FROM QUESTION "HOW CONFIDENT ARE YOU IN YOUR 

ABILITY TO IDENTIFY FAKE NEWS?” 

FIGURE 2: RESULTS FROM QUESTION "WHAT IMPACT DO YOU BELIEVE FAKE 

NEWS HAS ON SOCIETY 
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out of 329 reported to perceive that fake news had "no 

impact at all" highlighting the broad recognition of fake 

news as a serious societal issue from a citizen's 

perspective.  

For the third question, the survey asks the respondents 

on their own history of sharing false or misleading 

information. The question was worded as “Have you ever 

shared news that you later found out was fake or 

misleading?” and the responders could either answer 

“Yes, Knowingly”, “Yes, Unknowingly”, “No” or “Not 

sure”. The Most common response was “No” with 36.8% 

of the respondents, then closely after “Yes, unknowingly” 

with 34.9% of the responses, then “Not sure” with 22.2% 

and finally 6% of the respondents reported “Yes, Knowingly”. So, although not many have shared fake 

news knowingly, it is still not an insignificant group.  

In the next question, respondents were asked “How familiar are you with the concept of Deepfakes?” 

followed by “How concerned are you of the potential impact of deepfake on society”. Both questions 

respondents were overall less familiar with the concept of Deepfakes than Fake News.  

39 responders reported to be “Not familiar at all” with deep fakes. Then less than 31 respondents reported 

to be not very familiar with the concept (2 on the scale), 62 respondents answered 2-3, 95 answered that 

they were familiar, and 101 reported to be “very familiar” with the concept of deep fakes. So, still a 

majority of the respondents were familiar with the concept, but the graph shows a much more complex 

picture, with a good part of the population being familiar with the concept, but still a significant portion 

not feeling familiar with it at all. Then for how concerned the respondents were for the impact of deep 

fakes, it shows a similar trend as the previous question on the impact of fake news on society. Most of 

FIGURE 4: RESULTS FROM QUESTION "HAVE YOU EVER SHARED NEWS 

THAT YOU LATER FOUND OUT WAS FAKE OR MISLEADING?" 

FIGURE 6: RESULTS FROM QUESTION "HOW FAMILIAR ARE YOU WITH THE 
CONCEPT OF DEEPFAKES?" 

FIGURE 5: RESULTS FROM QUESTION "HOW CONCERNED ARE YOU ABOUT 
THE POTENTIAL IMPACT OF DEEPFAKES ON SOCIETY?" 
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the respondents answered "Very significant impact” with 156 responses, and 94 responses for “4” 

significant impact. Then 59 responses show for “3” in the middle, 10 responses for “2” and only 9 of the 

respondents reported to perceive deep fakes to have “No impact at all”. 

  

For the following question, respondents were asked about their news consumption “Where do you 

consume your news? (Select all that apply)”. This was also a multiple-choice question where the 

respondents could choose between “Online news websites”, “TV”, “Newspapers”, “Radio”, “Social 

Media” or Others, and they were asked to apply all options that applied to them. This resulted in 265 

responses for “Online news websites”, followed by “Social media” with 235 responses. Then TV received 

152 responses, 97 responders reported listening to Radio for news consumption, 86 responders, 19 

responses were also given to the “others” category. Here, respondents reported “WhatsApp” which 

arguably also belongs to the social media category, others wrote “podcast”, which could be put under 

radio category. Also, one respondent in this other category mentioned “Various expert groups” as a source 

for news consumption. Moreover, three responses reported some version of “I don’t read news”.  

 

Then, the participants were required to answer the following question: “How often do you encounter 

news that you believe to be fake or misleading?”. The multiple-choice options were then divided into 

frequencies of seeing fake news either on a “Daily”, “Weekly” or “Monthly”-basis, “Rarely” or “Never”. 

The results showed that overall responses a majority of the respondents reported to encounter news they 

perceived as fake or misleading on a regular basis, with 34.6% reported to encounter it on a “Daily”-basis 

and 35.8% on a “Weekly”-basis. Then 15.7% percent of our respondents said they encounter it on a 

monthly basis, and 12.6% reported only seeing it “Rarely”. Lastly, a very small portion said to “Never” 

encounter news they perceive as fake or misleading, and there were no demographic trends between the 

ones who answered “Never”, there was an equal distribution of “Students” “Retired” “Full-time 

employed” and “other”.  

FIGURE 7:  RESULTS FROM QUESTION "WHERE DO YOU CONSUME YOUR 
NEWS?" 

FIGURE 8: RESULTS FROM QUESTION "WHERE DID YOU ENCOUNTER NEWS 

THAT YOU BELIEVE TO BE FAKE OR MISLEADING?" 
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From there, the questions became more specific and targeted our two case studies, on climate change 

and the war in Ukraine. First, “How often do you encounter news that you believe to be fake or misleading 

specifically regarding climate change?”. To this question responses like “Daily” and “weekly” were less 

common, and “Monthly” and “Rarely”, were more common than 

when respondents were asked just about encountering any fake 

news. Here 13.8% were for “Daily”, and 30.6% of the responses 

were for “weekly”. While 27.5% of the respondents answered 

“Monthly”, and 26.6% responses were for “Rarely”. So, there are 

some indications that climate change related fake news is less 

commonly encountered or at least noticed by our respondents. 

Also, to this question, not many reported “Never” seeing climate 

related news, with only 1.6% responses, mirroring the results 

from the previous question.  

Meanwhile, in response to the question, “How often do you 

encounter news that you believe to be fake or misleading 

specifically regarding the war in Ukraine?” respondents reported 

encountering fake news about the war more frequently than 

about climate change. A notable 21.1% reported encountering 

fake news about the Ukraine war on a “daily” basis, and 35.5% on a “weekly” basis—both significantly 

higher rates than those for climate change. Additionally, 22.7% reported encountering such news 

“monthly,” and 16.5% answered “rarely.” 

Breaking down these results by language sample, respondents in “Ukrainian,” “Bulgarian,” and, to a 

slightly lesser degree, “Latvian” and “Greek” language groups reported much higher frequencies of 

FIGURE 9: RESULTS FROM QUESTION "HOW OFTEN DO YOU 

ENCOUNTER NEWS THAT YOU BELIEVE TO BE FAKE OR 
MISLEADING?" 

FIGURE 11: RESULTS FROM QUESTION "HOW OFTEN DO YOU 

ENCOUNTER NEWS THAT YOU BELIEVE TO BE FAKE OR 
MISLEADING SPECIALLY REGARDING CLIMATE CHANGE?" 

FIGURE 10: RESULTS FROM QUESTION "HOW OFTEN DO YOU 
ENCOUNTER NEWS THAT YOU BELIEVE TO BE FAKE OR 
MISLEADING SPECIALLY REGARDING THE WAR IN UKRAINE?”  
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encountering fake news about the war in Ukraine on a “daily” or “weekly” basis. For example, 62.5% of 

Ukrainian-language respondents reported “daily” encounters, compared to only 7.7% of German-

language respondents.  

It is important to note that proximity to the conflict appears to strongly influence these results. Without 

the Ukrainian-language sample, the frequency of fake news encounters about the war in Ukraine would 

align more closely with that of climate change, indicating a regional component to perceived 

misinformation exposure. 

The following question was: “What sources do you believe are most likely to spread disinformation about 

the war in Ukraine?” Participants could select up to two options from the following: “Social Media,” 

“Government Statements,” “News Organizations,” 

“Independent/Alternative News Sites,” and “Other”. 

The results highlighted that nearly half (47.1%) 

identified “Social Media” as the most likely source of 

disinformation, aligning with previous responses to the 

question, “Where did you encounter news that you 

believe to be fake or misleading?” Additionally, 22.8% 

selected “Independent/Alternative News Sites” as a 

likely source of misinformation, while 15.4% pointed to 

“Government Statements,” and 12.7% indicated 

“News Organizations.” 

These results underscore a strong perception that 

social media is a primary conduit for misinformation 

about the war in Ukraine, with a significant portion also 

wary of independent or alternative news sources, and 

this trend was apparent across all language samples. 

 

In the "Solutions" section of the survey, respondents were asked, "What measures do you think would be 

most effective in combating fake news?" and could select up to two options from the following: "Greater 

public education on media literacy," "Increased collaboration (between fact-checkers, journalists, 

technology developers)," "Technological solutions," and "Policy solutions and regulations." 

The results reveal that Greater public education on media literacy and Policy solutions and regulations 

were the top choices, preferred by 36.5% and 33.2% of respondents, respectively. Technological solutions 

followed, with 15.3% choosing this option, while Increased collaboration was selected by 12.3%. An 

FIGURE 12: RESULTS FROM QUESTION "WHAT SOURCES DO YOU BELIEVE ARE 
MOST LIKELY TO SPREAD DISINFORMATION ABOUT THE WAR IN UKRAINE?" 
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additional 2.7% of responses were categorized as “Other,” offering a range of suggestions that, on closer 

analysis, largely align with the primary categories. For instance: 

➔ Suggestions like “Hold tech giants like Facebook accountable and ban TikTok” and “Put policies in 

place to prevent politicians from spreading fake news, especially during election campaigns” align 

closely with Policy solutions and regulations. 

➔ Ideas such as “Introduce media literacy 

into the school curriculum,” “Make critical 

thinking a mandatory part of school education, 

including courses for adults and elderly 

citizens,” and “Strengthen critical thinking 

skills through education” fit well under 

Greater public education on media literacy. 

A few responses in the "Other" category 

offered unique viewpoints that did not clearly 

fit into the predefined options. For example, 

one respondent suggested "changing the 

media landscape to reduce clickbait 

dependency," while another advocated for 

supporting "independent, non-imperialist media." Other comments emphasized the need for "critical 

thinking among consumers." Some responses, however, took a more humorous approach, with one 

suggesting simply “plugging your ears.” 

Overall, these responses in the "Other" category further highlight public preference for policy solutions 

and enhanced media literacy education as key strategies for combating fake news’. 

3.2 AI TOOL USAGE AND DESIGN PREFERENCE  

Finally, the last section of the survey “AI-tools to counter disinformation” asks two open-ended questions 

about using AI to counter disinformation and about design preference. The first question in this section 

was “Do you believe AI could be effective in countering fake news and disinformation? (Please explain in 

1-2 sentences)”. The responses reflect a cautious optimism with some reservations. 53 of the responses 

were outright positive, such as “Yes, I'm sure of it.” Many respondents think AI has the potential to 

effectively counter disinformation by identifying patterns and fact-checking sources. Some believe that AI 

can improve over time, as its algorithms learn to distinguish between real and fake information with 

increased accuracy. Certain respondents propose that AI can be part of a broader system to track and flag 

disinformation, provided that it is transparently programmed and well-regulated. 

Meanwhile, a significant portion of respondents expressed outright distrust and skepticism. We have 

identified 61 responses that can be clearly defined as negative, expressing solely negative attitudes. 

FIGURE 13: RESULTS FROM QUESTION "WHAT MEASURES DO YOU THINK WOULD BE 
MOST EFFECTIVE IN COMBATING FAKE NEWS?" 
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Examples of this are responses such as “No, I think AI will make the situation worse” and “No, people 

don't want to”. Some respondents highlight that AI can both combat and create fake news, noting that AI 

is already used to spread misinformation through bots and deepfakes. For example, one respondent said, 

"I don't think so, because AI models can also be used to create fake or false news". This ambivalence 

reflects distrust in AI’s role, particularly in environments where it could be exploited for malicious 

purposes.  

Many responses reflect nuanced perspectives with answers including some sort of phrasing like "But", "If" 

or "Possibly, however", with respondents acknowledging potential benefits while also noting risks or 

limitations. Numerous responses indicate that AI should operate alongside human supervision to account 

for context and ensure reliable results. This shows that while AI is seen as a valuable tool, it is not 

perceived sufficient on its own. A concern shared by many is also that the AI would be Biased and 

emphasize that an AI-tool has to be ideologically neutral and retrieve data from multiple different sources 

to counter potential biases.  

The results also show many responses that indicate significant knowledge gaps and uncertainties. Many 

responses reflect a lack of familiarity or confidence in understanding AI’s capabilities, with phrases like "I 

don't know," "uncertain," or "little knowledge." This indicates a knowledge gap that might impact public 

trust and the perceived effectiveness of AI in combating disinformation. A subset of participants seems 

optimistic but unsure, reflecting a sense of hope in AI’s capabilities without a strong understanding of how 

it works or the specifics of its effectiveness. Nonetheless, greater knowledge on AI capabilities seems to 

have a positive impact on citizens' perceptions of using AI to counter disinformation.  

Then the second question in this section and the last question that was presented to the respondents was 

“What characteristics would an ideal tool have to combat fake news and disinformation?” and to describe 

their preference in 2-3 sentences, but the google form settings allowed them to give longer answers if 

they wanted. From the results gathered, there are some key themes that emerge. We have identified 

some ideal features for a tool to combat fake news from the citizens perspective.  

Many responses emphasized fact-checking mechanisms, with specific preferences for real-time fact-

checking, cross-referencing, and database comparison. Respondents favored features like comparing 

news against a database of verified facts or other reputable sources. Some respondents mentioned 

similarity to plagiarism-checkers, aiming for the tool to recognize previously debunked or discredited 

information. 

Also, for this question, the issue of bias and neutrality was brought up. Some suggestions emphasize that 

the tool should not censor legitimate viewpoints and must avoid political bias. Moreover, some 

respondents were wary of overreach or censorship, stressing that the tool should function objectively 

without influencing or infringing upon free speech. A core need expressed in many responses is 

transparency about why certain information is flagged, and accountability for those who spread 

misinformation. Some desired features expressed on this issue included explanations for why a news item 

is false, identifying the origin and intent behind misinformation, and highlighting any motivations that 

might bias the information.  
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A significant aspect of an ideal tool for combating misinformation is its capacity to foster user education 

and media literacy. Respondents expressed a strong desire for features that empower users to 

independently understand and identify misinformation, suggesting that the tool includes educational 

resources, media literacy courses, and tutorials for identifying false information. Some also recommend 

that the tool offers real-time feedback or alerts about content from sources known for spreading 

misinformation. This emphasis on education underscores a broader recognition that empowering users 

to make informed judgments and think critically is essential for a sustainable, long-term solution to 

misinformation. 

User friendliness and accessibility are also desired features expressed in many responses. The tool should 

be intuitive, fast, and widely accessible. More specific characteristics include a user-friendly interface, 

universal design, and cross-platform compatibility. Respondents also mentioned a need for speed and 

instant alerts, as misinformation spreads quickly and requires timely responses. Ease of use is seen as 

crucial for adoption and efficacy, suggesting that the tool should be simple and adaptable, with features 

that appeal to users with varying levels of technological literacy. 

Some responses also include specific technological features. Suggesting a tool could include natural 

language processing (NLP), image verification, or real-time analysis. Some responses express that image 

and text analysis for deepfake detection could be employed.  

4 PART IV. PLATFORMS REGULATION AND CONTENT MODERATION  

The results from our online survey underscores distrust in social media as a source for information online. 

Although it is frequently used as a source for news consumption as our results show, it is still perceived 

as the most likely source of disinformation and misinformation.  

Regarding measures to combat disinformation, the survey underscores the importance of regulations, 

particularly the regulation of social media platforms. 

  

DisinfoLab has published a series of reports on major platforms—Facebook, YouTube, TikTok, and X 

(formerly Twitter)—detailing how each one moderates content. These reports showcase the platforms' 

extensive content moderation policies aimed at curbing hate speech, misinformation, disinformation, 

propaganda, and other influence operations. Enforcement typically relies on AI-powered automated 

systems, complemented by human moderators who review flagged content. However, despite similar 

practices there are still significant differences between the platforms as well. This section summarizes key 

insights from these reports, along with the latest transparency reports released under the Digital Services 

Act (DSA) for the first half of 2024. Additionally, it incorporates external analyses and critiques of the 

shortcomings in these moderation procedures.  

 

The EU has self-reported how the Code of Conduct has been implemented and how the platforms have 

complied with the regulatory framework. They found that notable progress has been made, particularly 
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in the removal of fake accounts and in reducing the visibility of websites that spread disinformation 

(European Commission, 2019, February 26). However, the Code has also been reported to have some 

shortcomings and faced criticism both for the implementation and for its design. Self-regulatory measures 

have struggled to adequately address the issues of transparency and integrity in political advertising, and 

enforcement has been inconsistent across the digital landscape (European Commission, 2019, February 

26). Consequently, the effectiveness of self-regulation in ensuring openness and accountability in political 

advertising practices remains limited (Bayer, 2024:. 276). Facebook, in particular, has faced significant 

challenges in meeting transparency requirements for political ads, further highlighting the shortcomings 

of the EU’s efforts to rely on platform self-regulation (Bayer, 2024:. 277).  

 

During the Covid-19 pandemic, there was a significant influx of disinformation, prompting the release of 

a report titled Covid check, which evaluated the performance of the Code of Conduct during this time and 

identified several shortcomings in both its implementation and scope (Culloty et al., 2021: 4). The report 

found that the framework lacked standardization in the reporting of online disinformation, resulting in 

considerable variability in the structure and content of reports submitted by signatories. This 

inconsistency hindered effective analysis and comparison, leading (Culloty et al. 2021:44) to advocate for 

greater standardization in reporting practices. Additionally, the report highlighted notable inconsistencies 

in the application of disinformation measures across different countries, raising concerns about the 

reliability of the reported metrics. 

 

Furthermore, Kuczerawy (2019) points to other limitations with the Code and criticizes the 

implementation of it for lacking essential safeguards to adequately protect freedom of expression. As the 

Code has a declaration on being "mindful of the fundamental right to freedom of expression and to an 

open Internet..." and that this won't replace existing legal framework such as the EU Charter of 

Fundamental Rights and the European Convention on Human Rights, Kuczerawy still argues that this code 

will still affect the exercise of the right to freedom of expression and access to information online 

(Kuczerawy, 2019:7). The article argues that safeguarding this right requires the introduction of 

procedural measures to enhance fairness, ensure proportionality, and incorporate elements of due 

process into the Code. In his argument, Kuczerawy outlines four potential safeguards that should be 

further developed: (1) notifying content providers, (2) allowing for counter-notifications, (3) establishing 

appeal mechanisms, and (4) improving the monitoring of the Code's implementation (p. 13).  

 

However, early assessments of the DSA have pointed out some potential limitations (Griffin, 2024). For 

instance, developing and updating codes of conduct is complex and resource intensive. The negotiation 

process for the updated Code of Practice on Disinformation took over a year, partly due to the impact of 

the Ukraine war, which strained the capacity of both policymakers and platform staff in their anti-

disinformation efforts (Griffin, 2024:182). Additionally, EU regulators may lack the capacity to oversee 

multiple codes simultaneously, potentially leading to inadequacies in the enforcement and oversight of 

the DSA (Griffin, 2024:186). 

 

The following sections show the efforts developed by the platforms.  
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4.1 DISINFORMATION AND CONTENT MODERATION ON FACEBOOK 

Facebook is one of the world's largest social media platforms, with approximately 2.9 billion monthly 

active users (MAUs) globally and 259 million MAUs in the European Union. As a Very Large Online Platform 

(VLOP), Facebook is subject to additional transparency reporting requirements under the European 

Union's Digital Services Act (DSA). Facebook's structure comprises profiles, groups, and pages, which serve 

as the foundation for information sharing and interaction. Users can create profiles, join groups, and 

follow pages based on their interests. Key features of Facebook include newsfeeds with personalized 

feeds displaying friends' posts, updates from pages and groups, and sponsored content. Facebook also 

has Timelines, with a user's record of all shared posts and interactions, including tagged content. 

Application interactions include reactions, comments, shares, asking for recommendations, checking-in 

at locations, and more. 

 

Facebook employs a multi-layered approach to combat misinformation, combining user reports, 

automated tools, human moderation, and fact-checking partnerships. Users can flag problematic content 

through a simple reporting menu, which is then reviewed either by machine learning models or 

moderation teams. Tools like the Graph API and CrowdTangle provide insights into trends and content 

interactions, aiding researchers and verified organizations in monitoring misinformation. Additionally, 

Facebook’s Meta Ad Library and Transparency Centre offer resources for tracking ads and adversarial 

activities. 

 

Content violating Facebook’s Community Standards—addressing issues like health misinformation, voter 

interference, and manipulated media—is removed or demoted. For repeat violations, Facebook 

implements a strike system, leading to restrictions such as reduced visibility or demonetization. Despite 

its robust mechanisms, challenges remain, including potential inconsistencies in enforcement, reliance on 

user participation, and limitations on independent data access due to tools like Meta Content Library 

being restricted to vetted users. These factors can hinder broader transparency and real-time 

interventions. 

 

4.2 DISINFORMATION AND CONTENT MODERATION ON YOUTUBE 

 

YouTube, founded in 2005 and acquired by Google in 2006, is an online video-sharing platform. It has 

significantly transformed the way people engage with video content, including information, and has 

enabled new forms of monetization, giving rise to professional content creators known as "youtubers.". 

YouTube's visual nature and language barriers can introduce challenges when researching disinformation. 

However, YouTube offers various elements beyond videos that can be explored for research. Some 

essential characteristics to consider when researching on YouTube include complex search challenges, 

personalized search results, and distinctive video IDs. YouTube's recommendation algorithms are also a 



 
 
 
 

AI4Debunk – D.12.1. Possible impacts of the tool on the perceptions  
of the citizens and the social media users 

29 

 

crucial aspect of the platform and can be investigated to understand the spread of disinformation (Miguel 

Serrano, 2024 February, p. 3-4). 

  

YouTube moderates content through a comprehensive set of policies, mechanisms, and collaborations, 

focusing on mitigating misinformation and harmful content while upholding platform standards. YouTube 

does face challenges regarding content moderation and disinformation when analyzing non-English 

videos or complex recommendation algorithms as mentioned above. However, it also provides tools to 

aid investigations, such as unique video IDs for tracking and advanced search functions with filters like 

upload date, duration, and keywords (Miguel Serrano, 2024 February, p. 7). 

 

Content moderation on YouTube revolves around its Community Guidelines, which prohibit harmful or 

deceptive content, including medical or election-related misinformation, hate speech, spam, and more. 

To enforce these policies, YouTube employs a combination of automated systems and human reviewers. 

It relies on its "Four Rs" framework: removing violative content, reducing the spread of borderline 

material, raising authoritative sources, and rewarding trustworthy creators (Miguel Serrano, 2024 

February, p. 8-9). 

 

Users can report content through specific processes depending on the type of content (e.g., videos, 

comments, or ads). Reporting includes selecting violations such as misinformation, hate speech, or child 

abuse. Certain violations, like legal infringements (e.g., copyright, defamation), require specialized 

reporting mechanisms. Verified experts, called priority flaggers, assist in flagging disinformation, while 

creators can manage comments on their videos using moderation tools (Miguel Serrano, 2024 February, 

p. 10-13). 

 

YouTube moderates flagged content by reviewing reports and applying penalties such as removal, 

reduced visibility (downranking), or demonetization. For recurring violations, channels may face 

termination. Users also have access to appeal processes as mandated by the European Union's Digital 

Services Act (DSA), which enhances transparency and accountability for very large online platforms like 

YouTube. 

 

To address systemic risks such as disinformation, YouTube collaborates with initiatives like the 

Strengthened Code of Practice on Disinformation and partners with fact-checking organizations. 

Additionally, its transparency reports, required under the DSA, provide updates on moderation efforts 

and mitigation measures. These layered strategies reflect YouTube's ongoing commitment to balancing 

content moderation, user engagement, and compliance with evolving regulatory standards. 

 

While organizations like the Global Alliance for Responsible Media (GARM) have introduced guidelines to 

exclude misinformation from ad revenue, YouTube’s policies fall short, neither excluding such content 

from monetization nor providing features like labeling. Moreover, the United Nations has called for 

platforms to establish robust measures to address misinformation, emphasizing the importance of 

transparency in advertising and demonetization. Despite these efforts, YouTube’s inaction undermines 

accountability, allowing misinformation to flourish. This situation harms multiple stakeholders. Brands 
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suffer reputational damage, as consumers are less likely to trust or support companies advertising 

alongside low-quality content. At the same time, legitimate news outlets face financial losses, as 

misinformation draws larger audiences and higher revenue, reducing viewership for credible sources 

(Raso et al., 2024, July 10).  

 

4.3 DISINFORMATION AND CONTENT MODERATION ON X 

 

X is a social media platform centered around users posting, sharing, and interacting through brief 

messages, which were once known as “tweets” but are now simply called posts. Users create accounts 

with a unique identifier called a username or handle, and they can follow others to view posts on a 

customized feed. X’s main functions encourage engagement and community through a wide array of 

features, including hashtags, direct messages, and live broadcasting options like video and audio spaces. 

Privacy and notification settings are customizable, allowing users control over who can see their posts and 

which notifications they receive. Users can save or organize content through bookmarks, custom lists, and 

the Explore tab, which suggests trending content based on user activity (Hénin, & Giovanna Sessa, 2024 

February). 

 

Content moderation on X is a priority, especially regarding harmful or misleading content. The platform 

has created a multi-faceted approach to maintaining a safe space for users. This includes adherence to 

strict platform rules that cover categories such as spam, abusive behavior, violent threats, and 

impersonation, among others. X’s Help Center allows users to report specific violations, from 

unauthorized use of copyrighted material to child safety issues. Recently, the platform introduced new 

reporting options to align with the EU’s Digital Services Act (DSA), providing a way to report illegal content 

within the EU and appeal decisions. X emphasizes that these issues are handled through a combination of 

human moderation, automated technology, and partnerships with external experts, although it no longer 

has formal partnerships with European fact-checking organizations (Hénin, & Giovanna Sessa, 2024 

February). 

 

A key component of X’s misinformation moderation strategy is “Community Notes,” formerly known as 

Birdwatch. This crowdsourced tool allows users to add contextual notes to posts, promoting community-

driven fact-checking in an open-source format. However, some misinformation-reporting options have 

been recently removed, including the ability to flag posts as misleading regarding political or electoral 

topics. The moderation approach has become less transparent since ownership changes, and certain tools 

previously available for reporting and countering misinformation may no longer be supported (Hénin, & 

Giovanna Sessa, 2024 February). 

 

X has implemented several specific policies targeting types of content that pose a public risk. The Crisis 

Misinformation Policy, introduced during the COVID-19 pandemic, targets misinformation in contexts of 

armed conflict, natural disasters, and other emergencies where public safety is a concern. Additionally, 
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the Synthetic and Manipulated Media Policy addresses the risks posed by altered or out-of-context media 

that could deceive users. X’s Civic Integrity Policy works to prevent the platform’s use for manipulating 

elections or civic events, though recent changes limit users’ ability to report voting-related misinformation 

(Hénin, & Giovanna Sessa, 2024 February). 

 

In compliance with the DSA, X is considered a VLOP and must meet requirements for transparency and 

reporting. It publishes summaries of moderation and enforcement activities, outlining actions taken to 

mitigate harmful content and misinformation. The moderation approach includes human-led 

investigations and scaled reviews alongside automated systems powered by machine learning and 

heuristics, particularly for identifying patterns of manipulation, deceptive identities, and synthetic media. 

Despite these efforts, X’s evolving moderation policies and tools have created a complex environment, 

with varying levels of transparency and enforcement for content management (Hénin, & Giovanna Sessa, 

2024 February).  

 

In compliance with the Digital Services Act (DSA), X published its transparency report for the first half of 

2024, breaking a two-year silence since Elon Musk's acquisition in October 2022. The report reveals 

224,129,805 content reports from January to June 2024, leading to the labeling or suspension of 

10,675,980 posts and the suspension of 5,296,870 accounts. Despite a staggering 1,830% rise in reports 

compared to late 2021, account suspensions increased by only 300%. Troublingly, of over 8.9 million 

reports related to child safety, only 14,571 posts were removed (X, 2024). 

 

Forbes highlighted concerns over the platform's revised misinformation framework, which was 

significantly reduced from 50 pages to 15 after Elon Musk's takeover. This reduction may have influenced 

moderation decisions, as the disparity between reports and enforcement actions raises questions about 

the platform's commitment to effective content moderation (Sircar, 2024, October 18). 

4.4 PLATFORM POLICIES ON GENERATIVE-AI AND MISINFORMATION  

 
This last section on content moderation examines how all the major platforms address AI-manipulated or 

AI-generated content in their terms of use and explores their approaches to mitigating the potential risk 

of misinformation. Recent technical advancements and the growing use of generative AI systems by end-

users have exponentially increased the challenges posed by AI-manipulated and AI-generated 

misinformation. These developments have raised crucial questions about the ability of platforms to 

distinguish legitimate uses from malign uses of such content and whether they consider AI-related risks 

as accessories to disinformation strategies or matters that require specific policies. As the Digital Services 

Act (DSA) will provide new complaint mechanisms for users and require platforms to assess their 

mitigation measures against systemic risks, understanding how platforms approach AI-manipulated and 

AI-generated content is essential (Miguel, 2024 June). 
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A comparative analysis of Facebook, Instagram, TikTok, X (formerly Twitter), and YouTube reveals varying 

definitions and actions related to AI-manipulated and generated misinformation. While some platforms 

explicitly mention AI, others focus on synthetic media or digitally created content. The rationale behind 

content moderation ranges from the misleading and harmful potential to compliance-oriented 

considerations regarding copyright and quality standards (Miguel, 2024 June). 

 

Definitions of AI-manipulated or generated content vary across platforms, with some providing explicit 

descriptions and others taking a more general approach. Facebook and TikTok are the only platforms that 

directly mention AI in their policies aiming to tackle disinformation. TikTok and X include "synthetic 

media" in their policies about manipulated and misleading media, while YouTube announced new 

measures targeting "synthetic content" and explicitly referencing AI. Meta addressed "digitally created or 

altered content" in the context of political ads (Miguel, 2024 June). 

 

Platforms actively combat AI-manipulated and -generated misinformation through targeted measures. 

These include labeling such content, enforcing user accountability for its identification and removal, 

downranking it, demonetizing, implementing strike policies, removing it, prohibiting distribution, and 

setting advertising and monetization standards (Miguel, 2024 June). 

 

Several key observations can be brought to the fore. Firstly, there's a notable lack of transparency 

surrounding platform policies, particularly regarding collaboration with experts and the delineation 

between banned and removed content. Additionally, navigating platform policies can be challenging, with 

inconsistencies in scope and publication dates. On a positive note, Facebook and Instagram have aligned 

their content moderation policies, and there's a growing collaboration with fact-checkers. However, there 

is a limited focus on AI-manipulated or generated content, with challenges in detection and moderation. 

Platforms often base moderation on subjective premises, risking exploitation and evasion. While 

platforms have updated policies to address AI challenges, there's variation in depth and focus, with a 

growing emphasis on labeling AI-generated content. Legislation like the AI Act may introduce new rules, 

but platforms need to take proactive steps to address emerging challenges posed by AI technologies 

(Miguel, 2024 June).  

 

The different experts recommend that platforms continue their efforts to respond to the challenges posed 

by AI-generated disinformation with effective policy changes. Enhancing cooperation with external 

collaborators and experts in AI, as well as encouraging the creation of information AI internal resources, 

can help combat the spread of misinformation. Developing a framework for risk assessment specifically 

tailored to AI-generated content would also provide guidance and prevent arbitrariness in the assessment 

process. Lastly, platforms must address the new challenges posed by AI-generated content in regulating 

end-users' roles on their platforms (Miguel, 2024 June). 
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4.5 SPECIFIC CONCERNS ABOUT TELEGRAM AND TIKTOK  

Social media platforms have adopted multi-layered strategies to counter fake news by employing a 

combination of advanced technology, human moderation, partnerships, and user participation. Yet, some 

platforms remain slow to act, with Telegram posing a particular challenge. According to a 2023 survey by 

Internews on media consumption in Ukraine, 72% of Ukrainians use Telegram for news. However, this 

platform's anonymous channels make it a hub for disinformation networks that target Ukrainian 

audiences. The platform is frequently used to share footage of the war, as it has been used as a tool to 

maintain morale in the country and as a strategic tool in the war. Even the government in Ukraine has 

created its own Telegram channels to provide fast and direct communication with the population about 

the current situation in the war. Studies show that after the invasion began, 63.3% of Ukrainians started 

using Telegram channels for news, up from just 35.9% before the full-scale invasion (CMPF, 2024, January 

10) 

TikTok, founded by ByteDance in 2016, has experienced rapid growth and gained immense popularity, 

especially among young users. It has become a global platform for sharing short-form videos, with an 

estimated 3.5 billion downloads and 1.7 billion users in 160 countries as of 2022. The app is particularly 

popular in the US, Indonesia, and Brazil, but also has a EU market with 150 million users, demonstrating 

its popularity all over the world (Romero Vicente, 2024 February). 

TikTok employs a variety of methods to moderate content and combat disinformation, though these 

efforts face limitations and criticism. The platform provides users with a search function, Discover, which 

enables searches based on keywords for users, videos, sounds, LIVEs, and hashtags. However, search 

results are influenced by user preferences and interactions, leading to variations between individuals. 

Despite this, TikTok’s ability to filter search results remains limited. Furthermore, the platform has 

restricted certain tools, such as the Creative Center, which was once used to analyze politically sensitive 

content, including topics like the Israel-Hamas conflict. This has raised concerns about transparency, as 

certain data and hashtags related to geopolitical issues are no longer accessible (Romero Vicente, 2024 

February). 

To support research, TikTok offers an API to academic institutions in Europe, but access is limited and 

does not extend to civil society organizations. The API provides data on user profiles, comments, captions, 

and content performance but is constrained by usage limits and criticized for inadequacy. Civil society 

researchers often resort to alternative methods, such as data donation or unofficial, reverse-engineered 

APIs, though these are less stable and not endorsed by TikTok. Another method, data scraping, is 

technically unauthorized and raises ethical and legal concerns, as TikTok has implemented anti-scraping 

measures to protect user data (Romero Vicente, 2024 February). 

TikTok’s Commercial Content Library was established to comply with transparency rules under the Digital 

Services Act (DSA). It provides a repository of paid ads and promotional content, though data export for 

analysis is restricted. The library allows searches by country and ad category but offers limited utility for 

comprehensive disinformation research (Romero Vicente, 2024 February). 
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To address disinformation, TikTok’s policies and guidelines outline prohibited content, including 

misinformation that poses public safety risks, promotes conspiracy theories, or misleads about crises, 

health, or climate change including any topic that would be contravening the interests of the RPC such as 

claims on human rights related to China with a real and efficient enforcement. 

The platform also bans synthetic or manipulated media unless clearly disclosed, and it discourages 

practices that artificially boost engagement or deceive users. AI-generated content must be labeled. 

TikTok enforces these policies through automated systems and human moderators, supported by tools 

such as its so-called Transparency Center, which provides information on fact-checking efforts, labeling 

state-affiliated media, and combating influence operations (Romero Vicente, 2024 February). 

Users can report content violating TikTok’s Community Guidelines by accessing a report option within the 

app. For illegal content, TikTok follows specific procedures under the DSA, requiring detailed explanations 

and evidence of legal violations. Reported content is first reviewed against platform policies, and if it aligns 

with these policies but violates local laws, a specialist moderation team evaluates further action, including 

restricting access in specific countries (Romero Vicente, 2024 February). 

TikTok’s reporting initiatives include biannual reports detailing its strategies to combat disinformation in 

EU/EEA countries. While the platform shows a commitment to addressing false information, its limited 

access to critical tools and data has drawn criticism, underscoring the challenges of ensuring 

accountability and facilitating independent evaluation. TikTok has acknowledged the need to strengthen 

its efforts, reporting significant actions taken to counter influence operations. In the first four months of 

2024, TikTok disrupted 15 influence operations and removed 3,001 associated accounts. The majority of 

these networks aimed to sway political discourse, including election-related content. Notably, one 

operation targeted Indonesian users ahead of the country’s presidential election (TikTok, May 23, 2024). 

In its third DSA transparency report for the EU, TikTok highlights its most recent efforts to tackle harmful 

content across its European market. The company employs over 6,000 moderators to oversee the 

platform's 150 million users in the region. Additionally, TikTok’s automated content moderation systems 

removed 80% of problematic videos, up from 62% in 2023, reflecting the platform's strengthened efforts 

to moderate harmful content in the EU (TikTok, October 24, 2024).  

Despite these efforts, TikTok continues to face criticism over weak data protection, leading to the app 

being blocked from several government Wi-Fi networks and sparking ongoing debates about a potential 

ban in the US. The app is already banned in India. These data security concerns stem from the platform's 

alleged links to the Chinese government (BBC News, April 12, 2024). While there are signs of increased 

efforts to combat harmful content, concerns persist about a lack of transparency regarding data 

protection and usage on the platform, influence and censorship, which could pose risks to users. 
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5 PART IV -PROS AND CONS OF EXISTING TOOLS TO COUNTER FAKE NEWS 

 
There are many tools and resources that have been developed and continue to be developed to help in 

the fight against misinformation and disinformation. AI enabled tools for countering fake news have 

started to pop up in the last few years, offering varied approaches with distinct strengths and limitations 

in countering online fake news.  

 

The Factual stands out for its transparency, providing users with detailed scores for news articles based 

on source credibility, author expertise, diversity of sources, and emotional tone. This transparency 

promotes media literacy by helping users understand why certain articles are deemed more authentic. Its 

focus on evaluating credible sources across the political spectrum also mitigates bias, unlike other 

algorithms that may reflect the developers' subjective opinions. However, The Factual does not directly 

fact-check content but rather scores on authenticity, leaving room for misinformation to appear within 

seemingly reliable articles. It also struggles with multimedia content and stylistic choices like missing 

author information or absent external links, which can unfairly lower scores on reliable information (The 

Factual, n.d.). Therefore, the tool requires active engagement and critical interpretation to the 

information that the tools provide to be effective, which may deter casual users.  

In contrast, Full Fact AI excels in claim verification by comparing content against reliable sources, making 

it more adept at identifying factual errors missed by tools like The Factual. Its ability to categorize claims 

by topic and operate in multiple languages enhances its global applicability. Built on Google’s BERT model, 

Full Fact AI demonstrates high accuracy in processing complex language. However, this comes at a high 

financial and environmental cost, as BERT’s resource-intensive training demands significant energy and 

storage. The absence of a robust bias-mitigation strategy further weakens its credibility, and the 2018 

BERT framework may be considered outdated compared to newer models (Full Fact, n.d.). 

ClaimBuster offers a different approach by identifying "check-worthy" claims rather than attempting to 

verify their accuracy. This tool is particularly effective for high-volume platforms like X (formerly Twitter), 

where it filters content for human fact-checkers to analyze (ClaimBuster X, n.d.). Its reliance on human 

judgment ensures nuanced decision-making but also makes the process slower and less accessible. 

Additionally, low engagement and usability issues on its platform hinder its effectiveness, limiting its reach 

and impact (ClaimBuster, n.d.). 

Meanwhile, Bot Sentinel shifts focus from fact-checking to identifying and mitigating harmful behavior on 

X. Its primary goal is to flag accounts engaged in trolling or harassment, allowing users to block 

problematic accounts or hide replies. This targeted functionality makes it unique, but its narrow scope 

restricts its usefulness for addressing fake news or misinformation more broadly. While helpful for specific 

cases of online harassment, its relevance as a general-purpose tool for combating disinformation is limited 

(Botsentinel, n.d.). 
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Focusing on the complexity of language, ADVerifi AI brings an innovative approach by distinguishing satire 

from disinformation. This tool leverages advanced linguistic analysis to safeguard free speech while 

detecting harmful content. Its methodologies, which examine humor-related features, are promising for 

improving accuracy in categorizing falsehoods. However, as the tool is still under development, its 

practical application remains limited, and additional refinement is needed to fully differentiate between 

absurdity and deliberate falsehoods (Adverifai, n.d.). 

Some tools for identifying fake news focus on community participation rather than advanced AI 

technologies. For example, Melnsuzbalta.lv is a Latvian platform that invites citizens to report fake news, 

misleading content, hate speech, propaganda, or anything suspicious. Reports are submitted to the 

Strategic Communication team of the State Chancellery, making it a straightforward and cost-effective 

method to detect foreign information manipulations and interference (FIMI). While this approach 

promotes civic engagement and raises awareness, it depends heavily on high levels of participation to be 

effective (Melns uz Balta, n.d.). Unlike scalable AI-driven tools that process vast amounts of data 

efficiently, this system requires human review, making it slower and less effective for large-scale 

detection. It also only detects "fakes" with human judgment which can lead to bias or inaccuracies. 

However, it complements AI-based methods well by leveraging public participation and fostering 

community involvement in countering FIMI.  

To strengthen citizens' ability to detect false information and manipulative influence (FIMI), the Latvian 

State Chancellery published a handbook in 2022 on countering disinformation. This resource offers 

practical recommendations for state and local government employees, as well as Latvian residents, to 

address manipulative narratives, including those propagated by the Kremlin (LSM, 2022 October 11). It 

provides counter-narratives to common forms of disinformation in Latvia. However, the handbook’s 

primary audience is governmental institutions, limiting its accessibility for the general public. Its language 

and structure are not tailored for easy consumption by a wider audience (Buholcs et al., 2024, p. 19-20), 

reducing its effectiveness as a universal tool for combating disinformation at the citizen’s level. While it 

empowers informed groups with targeted strategies, it risks excluding broader segments of the 

population who could benefit from simplified and widely distributed materials. 

Remaining in the lane of educational tools, there have also been developed games to help people with 

media literacy, offering an engaging approach to countering fake news. Go Viral, developed by Cambridge 

psychologists in collaboration with the UK Government, immerses players in the role of a fake news 

creator, exposing the tactics and motivations behind misinformation, particularly related to COVID-19. 

Research suggests a single play of similar games can reduce susceptibility to false information for up to 

three months. While the game’s interactive format makes it accessible and appealing, its focus on 

entertainment and easy access may limit its depth. It is most effective when played widely, yet reaching 

a diverse and substantial audience remains a challenge.  

Together, these tools highlight both the potential and the challenges of using AI to combat fake news, and 

the need for non-AI solutions to counter disinformation. While each tool contributes uniquely to the fight 

against misinformation, none offers a comprehensive solution, emphasizing the need for ongoing 

innovation and integration of these technologies.  



 
 
 
 

AI4Debunk – D.12.1. Possible impacts of the tool on the perceptions  
of the citizens and the social media users 

40 

 

6 CONCLUSION 

Disinformation and fake news are difficult to grasp in the current context. Technology like AI is increasingly 

used to develop algorithms that go beyond the possibility of critical thinking to act as a barrier. Many Fake 

news become viral, based on the emotional charge they carry, but also based on polarizing narratives and 

stereotypes. Disinformation creates confusion. Our online survey shows that there is a strong awareness 

and a strong concern of EU citizens on disinformation on social media. There is a relative distrust in online 

information trustworthiness and a growing request for more and better moderation. Regarding the 

question, "What impact do you believe fake news has on society?", there was a strong consensus among 

the respondents that it has a highly significant impact. In fact, 91% of all respondents indicated either a 

"significant impact" or "very significant impact" of fake news on society. This concern was shared across 

all countries, age groups, and genders. This highlights the broad recognition of fake news as a serious 

societal issue from a citizens’ perspective. Faced with this, the social media platforms have entered in 

efforts to improve the content moderation, but which is often restricted to the prevention of violent 

images and content. Faced with this the efforts of EU regulation are not sufficiently implemented to 

counter disinformation effectively. But the experience of existing tools, such as the ones developed in 

Latvia could bring additional and insightful information on what are the best tools, possibilities and 

options that could be developed within the AI4DEBUNK project. 
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8 ANNEX I. SUMMARY OF AVAILABLE REPORTS ON THE TOPIC OF 
DISINFORMATION 

These reports are available on the website of Disinfolab: www.disinfo.eu  

8.1 SUMMARY PLATFORM POLICIES ON GENERATIVE-AI AND MISINFORMATION 
BY RAQUEL MIGUEL 

Full report: https://www.disinfo.eu/publications/platforms-policies-on-ai-manipulated-and-
generated-misinformation/ 

Introduction 

This summary examines how major platforms address AI-manipulated or AI-generated content in their 
terms of use and explores their approaches to mitigating the potential risk of misinformation. Recent 
technical advancements and the growing use of generative AI systems by end-users have exponentially 
increased the challenges posed by AI-manipulated and AI-generated misinformation. These 
developments have raised crucial questions about the ability of platforms to distinguish legitimate uses 
from malign uses of such content and whether they consider AI-related risks as accessories to 
disinformation strategies or matters that require specific policies. As the Digital Services Act (DSA) will 
provide new complaint mechanisms for users and require platforms to assess their mitigation measures 
against systemic risks, understanding how platforms approach AI-manipulated and AI-generated 
content is essential. 

Cross-Platform Comparison 

A comparative analysis of Facebook, Instagram, TikTok, X (formerly Twitter), and YouTube reveals 
varying definitions and actions related to AI-manipulated and generated misinformation. While some 
platforms explicitly mention AI, others focus on synthetic media or digitally created content. The 
rationale behind content moderation ranges from the misleading and harmful potential to compliance-
oriented considerations regarding copyright and quality standards. 

 

Definitions and Actors 

Definitions of AI-manipulated or generated content vary across platforms, with some providing explicit 
descriptions and others taking a more general approach. Facebook and TikTok are the only platforms 
that directly mention AI in their policies aiming to tackle disinformation. TikTok and X include "synthetic 
media" in their policies about manipulated and misleading media, while YouTube announced new 
measures targeting "synthetic content" and explicitly referencing AI. Meta addressed "digitally created 
or altered content" in the context of political ads. 

Types of Actions 

http://www.disinfo.eu/
https://www.disinfo.eu/publications/platforms-policies-on-ai-manipulated-and-generated-misinformation/
https://www.disinfo.eu/publications/platforms-policies-on-ai-manipulated-and-generated-misinformation/
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Platforms actively combat AI-manipulated and generated misinformation through targeted measures. 
These include labeling such content, enforcing user accountability for its identification and removal, 
downranking it, demonetizing, implementing strike policies, removing it, prohibiting distribution, and 
setting advertising and monetization standards. 

Concluding Remarks 

Compiling this factsheet has brought forth several key observations. Firstly, there's a notable lack of 
transparency surrounding platform policies, particularly regarding collaboration with experts and the 
delineation between banned and removed content. Additionally, navigating platform policies can be 
challenging, with inconsistencies in scope and publication dates. On a positive note, Facebook and 
Instagram have aligned their content moderation policies, and there's a growing collaboration with fact-
checkers. However, there's a limited focus on AI-manipulated or generated content, with challenges in 
detection and moderation. Platforms often base moderation on subjective premises, risking exploitation 
and evasion. While platforms have updated policies to address AI challenges, there's variation in depth 
and focus, with a growing emphasis on labeling AI-generated content. Legislation like the AI Act may 
introduce new rules, but platforms need to take proactive steps to address emerging challenges posed 
by AI technologies.  

Recommendations 

Platforms should continue their efforts to respond to the challenges posed by AI-generated 
disinformation with effective policy changes. Enhancing cooperation with external collaborators and 
experts in AI, as well as encouraging the creation of information AI internal resources, can help combat 
the spread of misinformation. Developing a framework for risk assessment specifically tailored to AI-
generated content would also provide guidance and prevent arbitrariness in the assessment process. 
Lastly, platforms must address the new challenges posed by AI-generated content in regulating end-
users' roles on their platforms. 

8.2 DISINFORMATION ON FACEBOOK: RESEARCH AND CONTENT MODERATION 
POLICIES BY MARIA GIOVANNA SESSA  

Full report: https://www.disinfo.eu/publications/disinformation-on-facebook/ 

Introduction 

This report provides an analysis of Facebook's operations, focusing on its potential for misuse in 
disinformation campaigns. It also offers guidance on investigating the platform, reporting content, and 
understanding relevant policies for content enforcement. Finally, it includes a repository of studies on 
Facebook's role in disinformation campaigns. Facebook is one of the world's largest social media 
platforms, with approximately 2.9 billion monthly active users (MAUs) globally and 259 million MAUs in 
the European Union. As a VLOP, Facebook is subject to additional transparency reporting requirements 
under the European Union's Digital Services Act (DSA). Facebook's structure comprises profiles, groups, 
and pages, which serve as the foundation for information sharing and interaction. Users can create 
profiles, join groups, and follow pages based on their interests. Key features of Facebook include 
newsfeeds with personalized feeds displaying friends' posts, updates from pages and groups, and 
sponsored content. Facebook also has Timelines, with a user's record of all shared posts and 

https://www.disinfo.eu/publications/disinformation-on-facebook/
https://www.disinfo.eu/publications/disinformation-on-facebook/
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interactions, including tagged content. Application interactions include reactions, comments, shares, 
asking for recommendations, checking-in at locations, and more. 

Investigations on the Platform 

The Facebook API enables developers and app users to access a wide range of data from the platform, 
including user profiles, posts, pages, and events, contingent on user permissions and adherence to 
Facebook's Data Usage Policies. CrowdTangle, integrated into Facebook, provides social media analytics, 
allowing insights into content performance and audience demographics, though its dismantling aligns 
with evolving data access requirements. Data scraping, while useful for research, raises ethical and legal 
concerns regarding privacy and compliance. Meta's research tools, like the Content Library API and Ad 
Library, offer access to public content and ad transparency data, while the Transparency Centre provides 
resources for academic researchers, complemented by quarterly Adversarial Threat Reports for 
cybersecurity insights targeting Facebook and Instagram. 

 Reporting Content and Enforcement 

Users can report content that violates Facebook's Community Standards by clicking the three dots menu 
on a post, photo, or comment and selecting the appropriate reporting option. Content that goes against 
the platform's standards is removed using automated technology or a review team. Facebook's strike 
system applies penalties to offending accounts based on repeated violations. 

Facebook's Policies Against Disinformation 

Facebook's Community Standards outline guidelines for acceptable content, including restrictions on 
violence, criminal behavior, safety, objectionable content, integrity, authenticity, and intellectual 
property. The platform has specific policies addressing misinformation, such as false information, 
harmful health misinformation, voter or census interference, and manipulated media. 

Tools 

Facebook provides users with essential research tools to gain insights into its platform and content. The 
Meta Content Library offers real-time access to public content from Facebook, including posts, pages, 
groups, and events. Meanwhile, the Meta Ad Library serves as a searchable database for ad transparency 
across Meta technologies. Additionally, academic researchers have access to other research and dataset 
resources, offering deeper insights into the platform. Meta's Adversarial Threat Reports 

At the end, the report lists several examples of disinformation campaigns, such as disinformation 
targeting voters of color during the 2020 U.S. elections and disinformation during the Yellow Vests' 
protests in France, illustrating how the platform could be used for spreading disinformation.  

 

 

8.3 DISINFORMATION ON YOUTUBE: RESEARCH AND CONTENT MODERATION 
POLICIES  BY RAQUEL MIGUEL SERRANO 
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Full report: https://www.disinfo.eu/publications/disinformation-on-youtube/ 

Introduction 

YouTube, founded in 2005 and acquired by Google in 2006, is one of the largest online video-sharing 
platforms. It has significantly transformed the way people engage with video content, including 
information, and has enabled new forms of monetization, giving rise to professional content creators 
known as “youtubers”. YouTube's visual nature and language barriers can introduce challenges when 
researching disinformation. However, YouTube offers various elements beyond videos that can be 
explored for research. Some essential characteristics to consider when researching on YouTube include 
complex search challenges, personalized search results, and distinctive video IDs. YouTube's 
recommendation algorithms are also a crucial aspect of the platform and can be investigated to 
understand the spread of disinformation. 

Investigating ads on YouTube involves utilizing two libraries: YouTube’s Ad Library, where commercial 
ads can be searched by category or brand, and Google Ads Transparency Center, which allows searching 
for ads from verified advertisers across various Google platforms. Web searches can help locate deleted 
content using Google's cache, while custom search engines and cross-platform searches aid in deeper 
analysis beyond YouTube's built-in search capabilities. Tools like Youtube-dl facilitate video downloads, 
and resources exist for geolocation searches, comment searches, and conducting Open-Source 
Intelligence (OSINT) investigations on YouTube. Academic researchers can access a scaled dataset of 
global video metadata through YouTube's Data API by requesting approval. YouTube's moderation 
actions include content removal, downranking, channel termination, and demonetization for policy 
violations. YouTube is also subject to regulatory frameworks like the Digital Services Act (DSA) and the 
Strengthened Code of Practice on Disinformation, which impose transparency reporting requirements 
and incentivize efforts to combat disinformation. 

 

Flagging Content on YouTube and Its Enforcement 

Users can report content that violates YouTube's Community Guidelines, which are categorized into six 
main areas: spam & deceptive practices, sensitive content, violent or dangerous content, regulated 
goods, educational, documentary, scientific, and artistic (EDSA) content, and misinformation. YouTube 
bans certain types of misleading or deceptive content with a serious risk of egregious harm, including 
content that can cause real-world harm, certain types of technically manipulated content, or content 
interfering with democratic processes. Specific policies for medical misinformation and elections 
misinformation are also in place. Responding to new misinformation-challenges, YouTube chose to 
provide funding to Poynter’s International Fact-Checking Network and unveiled a long-term vision for 
medical misinformation policies, which serves as guidelines for content moderation on the platform. 

Relevant Cases on How YouTube is Used in Disinformation Campaigns 

At the end, the report provides several examples of disinformation campaigns on YouTube such as a 
sophisticated YouTube political troll campaign with 8M+ views discovered by Plasticity.AI one year out 
from the 2020 U.S. presidential election. These examples illustrate how YouTube has been used as a 
platform to spread disinformation in the past. 

https://www.disinfo.eu/publications/disinformation-on-youtube/
https://www.disinfo.eu/publications/disinformation-on-youtube/
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Conclusion 
YouTube, due to its popularity and reach, is susceptible to disinformation campaigns. This document 
provides a comprehensive overview of the platform's operations and offers guidance on conducting 
research on YouTube to counter disinformation. The document also highlights relevant cases of 
disinformation campaigns on the platform, emphasizing the need for continuous monitoring and action 
to mitigate the spread of false information. 

 

8.4 DISINFORMATION ON TIKTOK: RESEARCH AND CONTENT MODERATION 
POLICIES BY ANA ROMERO VICENTE 

Full report: https://www.disinfo.eu/publications/disinformation-on-tiktok/ 

 Introduction 
This report looks at TikTok as a platform for spreading disinformation. TikTok, founded by ByteDance in 
2016, has experienced rapid growth and gained immense popularity, especially among young users. It 
has become a global platform for sharing short-form videos, with an estimated 3.5 billion downloads 
and 1.7 billion users in 160 countries as of 2022. The app is particularly popular in the US, Indonesia, and 
Brazil. 

2. Platform Organization 

TikTok's structure revolves around four key pillars: user accounts, content creation, content itinerary, 
interactions, and engagement. Users create profiles, follow others, and can switch to a TikTok Pro 
account for analytics. Content primarily consists of short-form videos, with editing tools, special effects, 
and a music library available. Trends, challenges, and collaborations drive content creation. The platform 
encourages interactions through likes, comments, shares, and direct messages, as well as real-time 
engagement through TikTok Now and TikTok Live. 

Transparency and Reporting Requirements 

As a VLOP, TikTok is subject to additional transparency reporting requirements under the European 
Union’s Digital Services Act (DSA). The platform publishes a transparency report every six months, 
revealing that it had an average of 134 million monthly active users in the EU between February and July 
2023. 

Disinformation and Misinformation on TikTok 

Given its massive user base and potential for growth, TikTok plays a significant role in the spread of 
information, including disinformation. The platform has faced increasing limits and bans globally, 
including being prohibited in India and blocked on devices from the EU's main institutions. 

TikTok Ad Library 

https://www.disinfo.eu/publications/disinformation-on-tiktok/
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TikTok's Ad Library is a publicly accessible repository of all active and previously active ads on the 
platform, promoting transparency and accountability in advertising. Researchers use this tool to detect 
political advertising and false claims. 

Monetization Features 

TikTok offers various monetization features beyond advertising, such as hosting live broadcasts, creating 
premium content series, and participating in the Creativity Program Beta. The platform also has a TikTok 
Creator Fund to support users in creating outstanding content. 

Combating Disinformation on TikTok 

TikTok has implemented policies to address disinformation, including prohibiting misleading content 
that may cause significant harm. The platform does not allow medical misinformation, climate change 
misinformation, or dangerous conspiracy theories. TikTok encourages creators to label AI-generated 
content and has a fact-checking program to counter influence operations and label state-affiliated media 
entities. The platform also publishes transparency reports every six months to provide data on its efforts 
to combat online misinformation. 

Relevant Cases of Disinformation Campaigns on TikTok 

The report lists examples to illustrate the extent of TikTok's use in disinformation campaigns, such as 
pro-China disinformation ahead of Taiwan's presidential election, a Russian propaganda campaign 
involving thousands of fake accounts spreading disinformation about the war in Ukraine, and climate 
change-denial videos on the platform. Researchers have also found that nearly 1 in 5 of the videos 
automatically suggested by TikTok contained misinformation on various topics. 

In conclusion, TikTok has become a powerful platform for sharing information and engaging users, 
particularly younger audiences. However, its popularity also makes it a target for spreading 
disinformation. As a result, TikTok has implemented policies and tools to combat misinformation and 
promote transparency, but challenges remain in enforcing these policies and ensuring the accuracy of 
content on the platform. 

8.5 DISINFORMATION ON X: RESEARCH AND CONTENT MODERATION POLICIES 
BY NICOLAR HÉNIN & MARIA GIOVANNA SESSA 

Full report: https://www.disinfo.eu/wp-content/uploads/2024/01/20240116_Twitter-X_factsheet.pdf 

X is a social media platform centered around users posting, sharing, and interacting through brief 
messages, which were once known as “tweets” but are now simply called posts. Users create accounts 
with a unique identifier called a username or handle, and they can follow others to view posts on a 
customized feed. X’s main functions encourage engagement and community through a wide array of 
features, including hashtags, direct messages, and live broadcasting options like video and audio spaces. 
Privacy and notification settings are customizable, allowing users control over who can see their posts 
and which notifications they receive. Users can save or organize content through bookmarks, custom 
lists, and the Explore tab, which suggests trending content based on user activity. 

https://www.disinfo.eu/wp-content/uploads/2024/01/20240116_Twitter-X_factsheet.pdf


 
 
 
 

AI4Debunk – D.12.1. Possible impacts of the tool on the perceptions  
of the citizens and the social media users 

51 

 

Content moderation on X is a priority, especially regarding harmful or misleading content. The platform 
has created a multi-faceted approach to maintaining a safe space for users. This includes adherence to 
strict platform rules that cover categories such as spam, abusive behavior, violent threats, and 
impersonation, among others. X’s Help Center allows users to report specific violations, from 
unauthorized use of copyrighted material to child safety issues. Recently, the platform introduced new 
reporting options to align with the EU’s Digital Services Act (DSA), providing a way to report illegal 
content within the EU and appeal decisions. X emphasizes that these issues are handled through a 
combination of human moderation, automated technology, and partnerships with external experts, 
although it no longer has formal partnerships with European fact-checking organizations. 

A key component of X’s misinformation moderation strategy is “Community Notes,” formerly known as 
Birdwatch. This crowdsourced tool allows users to add contextual notes to posts, promoting community-
driven fact-checking in an open-source format. However, some misinformation-reporting options have 
been recently removed, including the ability to flag posts as misleading regarding political or electoral 
topics. The moderation approach has become less transparent since ownership changes, and certain 
tools previously available for reporting and countering misinformation may no longer be supported. 

X has implemented several specific policies targeting types of content that pose a public risk. The Crisis 
Misinformation Policy, introduced during the COVID-19 pandemic, targets misinformation in contexts of 
armed conflict, natural disasters, and other emergencies where public safety is a concern. Additionally, 
the Synthetic and Manipulated Media Policy addresses the risks posed by altered or out-of-context 
media that could deceive users. X’s Civic Integrity Policy works to prevent the platform’s use for 
manipulating elections or civic events, though recent changes limit users’ ability to report voting-related 
misinformation. 

In compliance with the DSA, X is considered a VLOP and must meet requirements for transparency and 
reporting. It publishes summaries of moderation and enforcement activities, outlining actions taken to 
mitigate harmful content and misinformation. The moderation approach includes human-led 
investigations and scaled reviews alongside automated systems powered by machine learning and 
heuristics, particularly for identifying patterns of manipulation, deceptive identities, and synthetic 
media. Despite these efforts, X’s evolving moderation policies and tools have created a complex 
environment, with varying levels of transparency and enforcement for content management.  

This section has helped us to develop more understanding on the content moderation by the social 
media platforms, based on the social impacts that disinformation can have. The following section 
presents the pros and cons of existing tools to counter fake news.  
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